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TOMI™ the Milliwatt Microprocessor

Where Did the Power Go?
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TOMI™ Aurora is a design implementing 4 CPUs on an existing commodity 110nm 64M DRAM.  The resulting 500Mhz CPUs consume 23mw per core. 
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The performance benefits of merging CPU and main memory are well understood and have been extensively described by David Patterson and others.  The cost benefits of manufacturing CPUs in the same factory as $1 DRAMs are similarly well understood.



Less discussed is the dramatic reduction in power possible for products as diverse as cell phones and servers.



This paper will compare TOMI™ Technology with that of existing legacy CPUs and explain the power differences.



Why Power Matters

Power consumption is an important enough limitation of computer performance to be mentioned as the first of “Patterson's Three Walls”:



“Power Wall + Memory Wall + ILP Wall = Brick Wall”



Power ultimately limits CPU performance because electrical power consumed by the logic is converted to heat.  Heat can be conducted away from a CPU with a heat sink.  However, heat that is not removed increases the temperature of the CPU transistors.  Transistor performance is significantly reduced by heat.



Patterson's Walls succinctly describe the conflicting and apparently insurmountable requirements necessary to design faster CPUs.  



 Increase system clock:

  	- Heat increases

 	- Transistors slow down



 Increase memory bus width:

	- Number of transistors increases

- Heat increases

		- Transistors slow down



 Increase parallelism

	- Number of transistors increases

- Heat increases

		- Transistors slow down



Elements of CPU Power Consumption

CPU power consumption can be broadly divided into “static power” and “dynamic power”.  Static power is the power consumed by leakage of CPU transistors rather than by their switching.  Leakage consists of three parts: source/drain to substrate, source to drain, and source/drain to gate.  The greatest component is usually the source/drain to substrate leakage.  Fig.2 compares the leakage to substrate of an identically sized inverter implemented in a DRAM process and in a logic process.  



DRAM processes are designed for very low leakage necessary to operate with very the small storage capacitors.  Logic processes are usually optimized for performance at the expense of leakage.  A DRAM transistor will often be 20% slower than a similar sized transistor fabricated on a logic process.



The graph indicates the several orders of magnitude difference in leakage necessary to increase logic process speed.  Low static leakage allows a CPU to dramatically reduce operating power by slowing its  system clock based on programming load.  



The power of a very low leakage CPU will scale linearly with clock speed.
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CPU static power can be reduced using three primary techniques:



	1. Reduce the number of transistors in the CPU.

	2. Build some or all of the transistors using a lower leakage manufacturing process.

	3. Temporarily power down some sections of the CPU when not in use.



Dynamic power is the power consumed by logic state transitions.  It is primarily the power necessary to charge and discharge the millions of small capacitors attached to each logic node or bus.  Dynamic power varies linearly with system clock frequency.



CPU dynamic power can be reduced using three primary techniques:



Reduce the number of transistors in the CPU (and consequently the number of switched nodes).

Reduce the lengths of internal buses.

Reduce the number and switching frequency of off-chip IO pins.



TOMI™ Technology Overview

TOMI Technology closely integrates multi-core CPUs into commodity DRAMs.  Multiple caches are aligned with DRAM bit lines.  The tight integration produces several advantages compared to legacy CPU architectures:



Fast cache access: 600ps on a 110nm DRAM process.

Small cache miss penalty: only 20 CPU cycles, the time required to activate a row in DRAM.

Zero cache fill latency.  An entire cache is filled during a single RAS cycle.  The result is an effective memory bus bandwidth of 12.8GB.

The small penalty and zero latency means TOMI caches can even accelerate single use in-line code.

Due to fast cache access, short miss penalty, and zero fill latency, large caches are not required.







Effect of Fast Caches on Pipelining

Instruction pipelining is a design technique to accelerate instruction execution by splitting each instruction into a fixed number of pieces and executing multiple pieces of several instructions simultaneously.  The theoretical advantages of a deeply pipelined architecture are increased speed through parallel execution.  Pipeline limitations are Patterson's third wall, Instruction Level Parallelism (ILP). Pipelines almost never approach the theoretical acceleration potential due to various pipeline stalls.  



Pipelines multiply a CPU's complexity and transistor count by the depth of the pipeline.  The INTEL Atom is believed to have a 16-stage pipeline.



Due to the very fast TOMI cache access, the 79 instructions with a 2 stage pipeline.



The TOMI CPU is implemented in 18.6k gates.



Reducing TOMI™ Static Power

TOMI Aurora static power consumption is 107uwatt per CPU.  This low value was achieved by:



	1. Taking advantage of the inherently low-leakage DRAM transistors as seen in Fig. 2

2. Using small caches that have less leakage than large ones.

3. Using small gate count CPUs that have less leakage than large ones.



The low static power means a single TOMI CPU in Hibernate Mode can execute at 12Mhz from its caches while consuming only 350uwatt.
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�Reducing TOMI™ Dynamic Power

TOMI Technology uses all 3 dynamic power reduction techniques described above, plus an additional one.



The TOMI CPU is implemented in 18.6k gates.  When a CPU executes instructions, a fraction of the total number of nodes switch during each instruction.  These dynamic nodes charge and discharge the connected capacitance to each node and the resulting power is dissipated as heat.



As can be seen in Fig. 4 the TOMI Aurora switches very few dynamic nodes during each instruction execution.  The low TOMI count is due to the very small CPU, the efficient cache, and the shallow pipeline.
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The third element of dynamic power consumption is external memory access.  The TOMI architecture places the CPUs in the middle of the main memory die, so the distances to traverse and buses to drive are very short.  TOMI Aurora provides for DMA transfers between it and external memory.  It is expected that larger TOMI DRAMs will have less need for any external memory.



TOMI Aurora is designed into a 64M commodity DRAM.  However the TOMI Technology is scalable and designed to be ported to any DRAM architecture on any DRAM process with 3 layers of metal. For example, an 8-core TOMI can easily be configured for most 1G DRAMs.



Differential Signaling

The additional TOMI Technology power reduction comes from extensive use of on-chip differential signaling.  TOMI Technology makes use of short multi-thousand bit data buses between cache and memory.  A longer 500Mhz 64-bit Interprocessor Bus runs the length of the chip and connects all processors to each other.  



This long IPB appears electrically as many very large capacitors to be charged and discharged.     Driving these capacitors rail-to-rail would consume a great deal of power.



Fig. 5 illustrates the TOMI Technology solution.
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In the simple example, by reducing the bus swing  the power consumption is substantially reduced.



Differential signaling is used in high speed interfaces such as RAMBUS and HDMI, but requires twice as many wires as single ended signaling making it impractical for really wide off-chip buses.  Differential signaling is also more difficult to implement on a high-leakage logic process than on a low-leakage DRAM process.



TOMI™ Technology Ported to Other DRAM Processes

DRAM processes are optimized for high speed or low power.  Fig. 6 compares the trade-offs of power consumption and performance for two other commodity DRAM processes to the existing 110nm implementation.
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Conclusion

Most processor-in-memory excitement concerns the very high bus bandwidths possible.  However, in today's computer environment of laptops, netbooks, tablets, and cell phones, the significantly reduced power consumption possible through TOMI Technology can be a powerful market factor. 
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